
 

Chatbot with Touch and Graphics: An 
Interaction of Users for Emotional 
Expression and Turn-taking

Abstract 

Use of chatbots for emotional exchange is recently 

increasing in various domains. However, as existing 

chatbots have been considered in terms of natural 

language processing techniques for interaction with 

text-based chatting, chatbot interaction with users is 

lacking in terms of considering the emotions of users 

and managing turn-taking in conversation. This paper 

suggests an interaction technique having touch 

interactions with graphic interfaces (TwG) to solve 

these problems. In the system, users send their 

emotions and manage turn-taking through TwG 

technique. We conducted a Wizard of Oz study to 

evaluate user experience on emotional expression and 

turn-taking with TwG technique. Results showed that 

TwG interaction improved emotional expression 

compared to a traditional text-based chatbot 

interaction. Furthermore, the results showed that TwG 

positively affects natural turn-taking of the 

conversation. 

Introduction 

Chatbots, also referred to as conversational agents, are 

used in various fields. For example, there are chatbots 

for customer care service [21] and teaching knowledge 

[18]. The goal of interaction with these chatbots 

primarily focuses on performing tasks, answering 

questions, and achieving specific purposes [3]. 
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Accordingly, chatbots try to interact with users in one-

and-one interaction that requires pairs of one question 

and one answer. 

Particularly, there are some problems in the interaction 

between humans and chatbots for emotional exchange, 

because the context and the flow of conversation 

between them are different from those between 

humans. In conversation between humans and 

chatbots, chatbots struggle to respond to humans as 

appropriate considering the emotions and 

characteristics of others [20]. Moreover, people usually 

send a few short sentences, chunks of one topic, to 

others in text-based chatting [8], so chatbots are 

unable to understand the flow of message. 

Subsequently, there are problems related to 

understanding emotions and turn-taking (i.e., method 

to perceive cues for turn transition in the conversation) 

[4]. To solve these problems, most researchers attempt 

to apply natural language processing (NLP) techniques 

to chatbot conversation [1, 11]. However, it is hard to 

solve the problems with using only NLP techniques 

because, they may not achieve 100% accuracy and it is 

hard to understand common sense knowledge of 

humans. 

In this research, we investigate the user experience on 

context and flow of conversation in human–chatbot 

interaction with interaction techniques for solving the 

above problems. We consider human–chatbot 

conversation in terms of interaction like in human–

human conversation with human behavior aspects. Our 

basic motivation is that chat using text-based 

interaction giving rise to the above problems makes it 

difficult for a chatbot to recognize context and 

nonverbal cues [19, 20]. Humans interact with other 

people naturally through emoticons or non-verbal cues 

[5] and these interactions help people to understand 

the emotions of others and promote conversation 

between people [5, 12]. 

Therefore, we suggest touch interaction and graphic 

interface to address the problems. Touch interaction 

can express emotion [9] and improve the quality of 

communication [16]. It is a familiar mode of interaction 

with people who use mobile devices. A graphic interface 

can express and analyze the emotions of users with 

visual cues such as emoticons and color [15]. It can 

show nonverbal cues of users in online communication 

[13]. Thus, we expect that touch interaction and 

graphic interface complement the limitations of the text 

interaction for emotional expression and turn-taking. 

Design and Overview of the System 

To manage emotional expression and turn-taking with 

touch interactions and graphic interfaces, we propose 

an interaction technique named Touch interactions with 

Graphic interfaces (TwG) for human–chatbot 

communication. In TwG with a chatbot, users can talk 

with the chatbot using text interaction, touch 

interaction, and a graphic interface. In the 

conversation, text interaction performs the role of 

verbal cues, and touch interaction with the graphic 

interface performs the role of nonverbal cues, such as 

emotional expression and turn-taking. Furthermore, 

users can get visual feedback about their touch 

interaction from the graphic interface. To implement 

TwG technique, we develop a mobile web-based chatting 

system. In the system, people can talk and interact with a 

chatbot in various ways. 

 

Figure 1: Mapping result between 

emotions and touch gestures 

 

 

 

Figure 2: Facial expressions of 

character: (a) neutral, (b) happy, 

(c) angry, (d) fear, (e) sad, (f) 

disgust, (g) surprise 

 

 



 

TwG for emotional expression 

To express emotion via TwG, we set up emotions based 

on Ekman’s six emotions [7]. In Ekman’s six emotions, 

there are happy, sad, disgust, fear, surprise, and angry. 

Consequently, we use Ekman’s six emotions and neutral 

emotion for emotional expression. We map these 

emotions on touch interactions and graphic interfaces. For 

emotional expression, we use three single-touch 

interactions: swipe, tap, and press. We match happy with 

‘swipe up’, angry with ‘swipe left’, fear with ‘swipe right’, 

sad with ‘swipe down’, disgust with ‘tap’, and surprise with 

‘press’ (Figure 1). We also match emotions to facial 

expressions based on previous work (Figure 2) [6]. We 

designed six facial expressions of the character and match 

them with six touch gestures. Thus, if users send their 

emotions with touch, the facial expression of the character 

is changed in accordance with their emotions (Figure 3). 

The text below the character briefly tells users what 

gesture they used (Figure 3). For example, if users swipe 

up the character, our chatbot system shows the text, 

’Swipe up’ for one second. Then the character shows a 

happy facial expression. Therefore, users send their 

emotions with touch, and they get feedback from facial 

expressions. 

TwG for turn-taking 

We use the specific touch interaction ‘swipe up’ to manage 

turn-taking with TwG because swipe interaction is used for 

handing something over, moving some features, or 

changing current state [2, 17]. In particular, because 

chatting messages are presented from top to bottom, we 

chose ‘swipe up’ interaction for turn-taking. Thus, users 

pass the turn through swiping up their chat bubble (Figure 

5). When they swipe up the chat bubble, the accumulated 

chat logs steadily go up to the system and disappear 

(Figure 5). It provides feedback indicating that the 

existing topic is changing. Furthermore, the posture of the 

character is changed in conformity with the turn of the 

conversation (Figure 5). 

 

Figure 5: Process of turn-taking through ‘swipe-up’ 

We designed two postures for the character: listening 

posture and speaking posture (Figure 4). To design the 

postures, we focus on the behavior of the human listener, 

especially mimicry. Mimicry is defined as “the effort to 

imitate facial, vocal, or postural expressions of others with 

whom we are interacting” [10]. Previous research has 

shown that mimicry has a positive effect on the 

pleasantness and naturalness conversation [14]. In the 

listening posture, to mimic people who see the message 

when they wait for the response of others, the character 

bends over and looks down at the message from the top 

of the system (Figure 4.a). In the speaking posture, to 

imitate people who see others when they talk with people, 

the character puts their hands together and looks users 

straight in the eye (Figure 4.b). Consequently, users do 

turn-taking by swiping up their chat bubble, and they get 

feedback from the posture of the character. 

 

Figure 4: Postures of character: (a) 

Listening posture, (b) Speaking posture 

 

 

 

Figure 3: Change of facial expression in 

accordance with the emotion ’happy’ 

posture 

 

 



 

Evaluation 

Pilot study design and Methods 

To evaluate and explore the user experience in human-

chatbot interaction with TwG technique, we conducted 

a Wizard of Oz study. This study evaluated the degree 

of revealing emotional expression, usefulness of 

emotional expression, and naturalness of turn-taking 

via TwG. We recruited 28 participants interested in 

talking with a chatbot from our university for the study. 

The experiment was having a conversation with a 

chatbot which has three different conditions (Text-

based interaction, Text- and touch-based interaction, 

and Text- and TwG-based interaction) regarding 

concerns of participants related to three of four topics 

(learning, career, personality, and interpersonal 

relationship. See Sidebar 1 for details of conditions. 

Before the experiment, participants chose three topics 

from among the four available. After that, we explained 

the interaction of each condition and participants could 

practice the interaction until they were familiar with the 

interaction. Following the practice, participants 

communicated with the Oz (the chatbot) for 10 minutes 

per condition. The Oz chose replies among the 

predefined set of backchannels and questions. After 

finishing the conversation, they answered the survey 

about user experience in communication. The order of 

conditions and the topic of each condition were set 

randomly to reduce the effects of the order and topics. 

Preliminary Results 

To examine the degree of revealing emotional 

expression, we asked 7-point Likert-scale questions 

related to emotional connectivity and emotional 

expression accuracy. The average score of emotional 

connection in TwG condition (4.39) was higher than in 

baseline condition (3.51), and touch condition (3.67). 

Moreover, the average score of emotional expression 

accuracy in TwG condition (4.86) was higher than in 

baseline condition (4.24), and touch condition (4.00). 

Based on the result, we might say that the emotions 

expressed through TwG revealed the emotions of users 

better than those expressed through text interaction. 

To examine the usefulness of emotional expression, we 

asked 7-point Likert-scale questions related to ease-of-

use in interaction and usability in interaction. The 

average score of ease-of-use in interaction in baseline 

condition (5.5) was higher than those in TwG condition 

(4.71) and touch condition (4.21). This means that 

text-based interaction is easier than other interactions. 

The average score of the usability with interaction in 

TwG condition (4.67) and baseline condition (4.65) 

were higher than in touch condition (3.9). Therefore, as 

usability in interaction in TwG condition was not higher 

than in baseline condition, we might say that TwG 

condition could be useful considering familiarity of text-

based interaction. 

To examine the naturalness of turn-taking in 

conversation, we asked 7-point Likert-scale questions 

related to positivity in the flow of conversation, and 

cognition in the flow of conversation. The average score 

of positivity with the flow in TwG condition (4.94) was 

higher significantly higher that than in baseline 

condition (4.29). Furthermore, the average score of 

cognition with flow in TwG condition (5.49) and touch 

condition (5.28) were higher than in baseline condition 

(4.38). Therefore, we might say that turn-taking 

carried out through TwG is more natural than through 

text interaction. 

Sidebar 1: Conditions of 

the study 

 

Text-based Interaction 

(baseline condition): no 

support of turn-taking 

gestures (automatic turn-

taking after 20 seconds of 

silence), no support of 

emotion expression (user can 

only send text)  

Text- and Touch-based 

Interaction (touch 

condition):  essential use of 

turn-taking interaction (turn-

taking by swiping up chat 

bubble), touch-based 

emotion expression 

(character not presented) 

Text- and TwG-based 

Interaction (TwG 

condition): essential use of 

turn-taking interaction (turn-

taking by swiping up chat 

bubble), TwG-based emotion 

expression (character with 

facial expressions and 

changing postures) 



 

Conclusion and Future Work 

In this research, we suggested TwG technique to 

understand emotions and turn-taking cue of users in 

human-chatbot interaction. To investigate TwG, we 

conducted Wizard of Oz study, and asked 7-point 

Likert-scale questions. The result indicated that degree 

of revealing emotional expression and naturalness of 

turn-taking was effective in TwG condition, and TwG 

was also as useful as text-based interaction. Using our 

interaction technique, users have more ability to send 

desired emotions and to have a natural turn-taking 

process in conversation with a chatbot. 

However, in our system, the number of expressible 

emotions is limited to six, and the mapping between 

touch gestures and emotions is not adequately 

correlated. Furthermore, the facial expression of the 

character is not changed if there are no touch gestures, 

despite changing emotions of users. Therefore, ease of 

use in TwG interaction is not higher than in text-based 

interaction due to the limitations of our prototype. 

Consequently, we plan to extend our work to designing 

a new way for expressing emotions of users via more 

relevant touch gestures and designing a chatbot for 

understanding emotions with text and touch gestures 

together.  

Summary of Interest 

A chatbot is one of the most frequently used CUI for 

various domains. However, the current technologies for 

chatbot have struggled with several limitations such as 

sharing emotions and maintaining stable conversational 

flow. Therefore, we focus on the solution for more 

human-centered interaction with a chatbot from a more 

pragmatic view, where users simply indicate those 

interactions intuitively instead of making the chatbot 

guess the context. 
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